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Abstract—Empathy is a social skill that indicates an individual’s ability to understand others. Over the past few years, empathy has
drawn attention from various disciplines, including but not limited to Affective Computing, Cognitive Science and Psychology. Empathy
is a context-dependent term; thus, detecting or recognising empathy has potential applications in society, healthcare and education.
Despite being a broad and overlapping topic, the avenue of empathy detection studies leveraging Machine Learning remains
underexplored from a holistic literature perspective. To this end, we systematically collect and screen 801 papers from 10 well-known
databases and analyse the selected 54 papers. We group the papers based on input modalities of empathy detection systems, i.e.,
text, audiovisual, audio and physiological signals. We examine modality-specific pre-processing and network architecture design
protocols, popular dataset descriptions and availability details, and evaluation protocols. We further discuss the potential applications,
deployment challenges and research gaps in the Affective Computing-based empathy domain, which can facilitate new avenues of
exploration. We believe that our work is a stepping stone to developing a privacy-preserving and unbiased empathic system inclusive of
culture, diversity and multilingualism that can be deployed in practice to enhance the overall well-being of human life.

Index Terms—Empathy, Deep Learning, Detection, Machine Learning, Recognition, Systematic Review
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1 INTRODUCTION

EMPATHY can be defined as a multifaceted concept that
involves perceiving, understanding and sharing emo-

tional thoughts of others [1]. Understanding someone’s
thoughts and perspective is known as cognitive empathy,
whereas sharing and experiencing the emotions of another
person is known as emotional empathy [2]. Empathy is es-
sential for effective communication in all aspects of human
life, including social dynamics [3], healthcare [4] and ed-
ucation [5]. Research on empathy has been a major topic
across a broad range of disciplines, including Social Science,
Psychology, Neuroscience, Health and, most recently, Com-
puter Science [6], [7]. With such broad usage, the defini-
tion of empathy sometimes varies. For example, empathy
can also be defined as a multidimensional concept, such
as four-dimensional empathy with perspective taking, fan-
tasy, empathic concern and personal distress [8], and two-
dimensional empathy with empathic concern and personal
distress [9]. Despite varying definitions, all disciplines agree
on its crucial role in human well-being [6]. This paper aims
to review all works on empathy detection, and hence, papers
are considered irrespective of the definition.

Machine Learning (ML) is a subdomain of artificial in-
telligence, which involves the development of algorithms
to enable systems to learn from data. ML algorithms can
be further classified into (1) classical ML, such as Decision
Tree (DT) and Support Vector Machine (SVM), and (2) Deep
Learning (DL), such as Multi Layer Perceptron (MLP) and
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Recurrent Neural Network (RNN). With the emergence of
ML methodologies, the detection of emotional information
has become a growing area of research in Affective Com-
puting [10], [11]. To this end, emotion and facial expres-
sion recognition technologies have achieved maturity and
widespread deployment, whereas empathy recognition lags
in its development and practical implementation. Several
reviews and surveys are available on various Affective
Computing domains, such as facial affect recognition [12],
[13] and emotion recognition [14], [15]. There are a few
review papers [7], [16]–[18] available on empathy recogni-
tion, but all of these are specialised to specific use cases,
such as artificial agent and social robot. Paiva et al. [7]
and Yalcin and DiPaola [16] reviewed computational em-
pathy in the context of artificial agents in 2017 and 2018,
respectively. Park and Whang [17] systematically reviewed
the empathy of various social robots in the human-robot
interaction context in 2022. Published in the same year of
2022, Raamkumar and Yang [18] reviewed empathic con-
versational systems that primarily aim to generate empathic
responses. Therefore, there has been a lack of holistic review
on empathy, particularly in the context of detecting empathy
using ML methodologies. A systematic literature review, to
this end, facilitates methodically evaluating all published
works against predefined criteria, thereby offering valu-
able insights into emerging trends, generating new research
ideas, identifying gaps and shedding light on the existing
body of work. We, therefore, present a systematic review of
ML-based empathy detection in any human interaction.

Our method follows the standard practice of systematic
literature review. We first devised search keywords and
examined ten databases, including Scopus, Web of Science
and IEEE Xplore. We screen the resulting 801 papers against
five Exclusion Criteria (EC). Through rigorous title-and-
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Fig. 1. (a) Statistics of the included papers according to data modalities and (b) growth of ML-based empathy detection literature from 2013 to 2023.
In total, there are 35 text-based, 13 audiovisual-based, 3 audio-based and 3 physiological signal-based studies.

abstract and full-text screenings, we select 54 papers that
are thoroughly reviewed in this paper.

Based on input modalities of empathy recognition, we
group our analysis into four input modalities: text, audio-
visual, audio and physiological signals. Figure 1 illustrates
the number of papers from 2013 to 2023, separated into
four categories. Text-based empathy detection comprises
the major portion (n = 35), followed by audiovisual-based
detection (n = 13). We find an equal number (n = 3) of audio-
and physiological signal-based empathy detection studies.
Surprisingly, no ML-based empathy detection works were
reported in the years 2013 and 2014. Our major contributions
include:
a. We provide a holistic review of all ML-based empathy

recognition papers published from 2013 to 2023.
b. Based on our systematic review, we attempt to answer

the following research questions:
i. What are the datasets, how are they collected, and are

the datasets publicly available?
ii. What are the studies using the datasets, how do they

analyse the data, and are the codes publicly available?
iii. What ML methods are prominent with each input

modality?
iv. What are the opportunities of empathy detection sys-

tems, and where can they be applied?
v. What are the major challenges in the computational

empathy domain, such as in data collection and in
building an ideal deployable system?

The paper is organised as follows. Section 2 describes
the paper searching and screening process. Sections 3, 4, 5
and 6 present a comprehensive overview of the datasets and
computational empathy studies using text, audiovisual, au-
dio and physiological signals, respectively. In each category,
we first summarise the datasets, followed by discussions on
the studies involving the datasets. We report the details of
the datasets, including their statistics, annotation protocol
and their public availability, which refers to the availabil-
ity of the whole annotated dataset used in corresponding
studies. In the case of empathy detection works involving
the datasets, we report the public availability of the soft-
ware code, best-performing model and their performances.

Section 7 provides the commonly used evaluation metrics
in ML-based empathy detection studies. We discuss the
opportunities, challenges and research gaps in Section 8 and
conclude the paper in Section 9.

2 PAPER SELECTION

To ensure reproducibility, we adhere to the PRISMA stan-
dard guidelines [19] when screening relevant papers for this
systematic review. Our paper selection strategy is inclusive
of the following Exclusion Criteria (EC):
EC1. Not a full-length research paper (e.g., conference ab-

stracts and conference proceeding books)
EC2. No use of artificial intelligence, machine learning or

deep learning
EC3. Not peer-reviewed
EC4. Published before 2013
EC5. Review, survey, meta-analysis, thesis or dissertation

Following the PRISMA standard, we report the paper
search and screening results in the following subsections.

2.1 Paper Search
We formulate a search string using logical operators (AND
and OR) among synonymous terms of empathy, detection
and artificial intelligence: empath* AND (detect* OR recog*)
AND (“deep learning” OR “machine learning” OR “artificial
intelligence” OR AI). The asterisk (*) is a wildcard character
that facilitates the inclusion of any number of characters in
place of the asterisk.

With the search string, we searched ten databases (see
Table 1 for more details) on 24 February 2023. Among the
search engines, ACL Anthology does not support logical
search. We, therefore, build a program1 to search in the
ACL database using the available bibliography document.
Several search engines, such as Scopus and Web of Science,
support filtering based on publication year (EC4) and paper
type (EC5). On those databases, we automatically filter out
the search results. Table 1 presents the number of search
results, search condition (e.g., title, abstract, full-paper, etc.),

1. https://github.com/hasan-rakibul/boolean-search-bib-abstract

https://github.com/hasan-rakibul/boolean-search-bib-abstract
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TABLE 1
Search Results with Details in All 10 Databases.

SL Database Items Items after
auto filtering

Auto-filtering
criteria

Search condition

1 Scopus 233 198 EC4, EC5 Searched in title, abstract and keywords
2 Web of Science 227 183 EC4, EC5 Searched in title, abstract, keywords on all databases
3 ScienceDirect 27 16 EC4, EC5 Search engine did not support wildcard
4 IEEE Xplore 93 84 EC4 Searched in all metadata
5 ACM Guide to Computing Literature 25 22 EC4 Searched in abstracts
6 dblp 37 37 – Combined dblp search; search string: empath (detect | recog)
7 Google Scholar 18,100 100 EC4, First 100 First 100 is considered after sorting by relevance
8 PubMed 55 51 EC4 Searched in all fields
9 ProQuest 93 88 EC4 Searched in abstracts
10 ACL Anthology 22 22 – Searched in title and abstract

Full text screening
(n = 86)

Irrelevant based on
exclusion criteria

(n = 51)

Records in this
review
(n = 54)

Duplicates (n = 366)
Retracted (n = 1)

Records retrieved
with auto-filtering by

search engines
(n = 801)

Most recent records
and reference

checking
(n = 19)

Title and abstract
screening 
(n = 434)

Irrelevant based on
exclusion criteria 

(n = 348)

Fig. 2. Number of papers at different stages in the screening process.

automatic filtering results and corresponding filtering crite-
ria.

2.2 Paper Screening

Figure 2 illustrates step-by-step paper screening process. We
have obtained 801 papers initially. After removing dupli-
cates and retracted papers, we screen the remaining ones
by reading titles and abstracts in Covidence systematic
review management software [20]. In this stage, papers are
excluded if and only if they clearly fall under any of the
EC. We screen the remaining 86 papers by reading their full
texts against the EC.

We screen another 19 recent papers, which we receive
through notifications and reference checking. Several search
engines, such as Scopus, Web of Science, IEEE Xplore, ACM
and Google Scholar, offer email notification-based services
on a predefined search string. In the case of reference check-
ing, we have identified a few relevant papers by examining
the reference lists of the papers we were reviewing. As the
latest change, we have added eight recent papers [21]–[28]
on 27 July 2023. These papers were recently published as
part of the Workshop on Computational Approaches to
Subjectivity, Sentiment & Social Media Analysis (WASSA)
empathy detection shared task 2023 [21]. Finally, we have
come up with 46 relevant papers that we examine in this

systematic review. We categorise the analysis of the selected
papers based on data modality: text, audiovisual, audio and
physiological signals.

3 EMPATHY DETECTION FROM TEXT

In natural language processing research, empathy is de-
tected from various textual contents, such as written essays,
written conversations between patients and doctors or be-
tween customers and brands, etc.

3.1 Datasets
We identify 20 text-based empathy detection datasets.
Eleven of them are publicly available. Table 4 presents the
details of the datasets. We group the datasets based on their
similarities, which are presented in the next few subsections.

3.1.1 People’s Reaction towards Newspaper Articles
NewsEmpathy dataset consists of essays written by study
participants who read news articles involving harm to
individuals, groups or nature. In addition to the essays,
the dataset consists of news articles and participants’ de-
mographic information. NewsEmpathy and its variants are
annotated using Batson’s empathy and distress scale [9] by
the participants themselves. Batson’s empathy and distress
scale includes questions related to six empathy-related emo-
tions (sympathetic, compassionate, tender, etc.) and eight
personal distress-related emotions (alarmed, upset, worried,
etc.). The responses were collected on a 7-point Likert scale,
where a value of one and seven means the participant is not
feeling the emotion at all and extremely feeling the emotion,
respectively. The ground truth degree of empathy in these
datasets is, therefore, range from 1 to 7.

Workshop on Computational Approaches to Subjectiv-
ity, Sentiment & Social Media Analysis (WASSA) has been
organising empathy detection challenges since 2021. The
aim of the WASSA 2021, 2022 and 2023 shared tasks is to
create models that can detect the degree of empathy as a
continuous value (regression task). WASSA 2021 and 2022
challenges use the same NewsEmpathy v2 dataset [30],
which extends from the NewsEmpathy dataset [29] by in-
volving new participants in the data collection experiment.

In the 2023 challenge [21], WASSA released a new
dataset similar to the NewsEmpathy dataset. The new
NewsEmpathy v3 dataset involves the top 100 negative
news articles instead of all 418 articles and re-runs the data
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TABLE 2
Text-Based Datasets and Their Details.

SL Name Data Statistics Output labela Annotation Public

People’s Reaction towards Newspaper Articles

1 NewsEmpathy [29] 300 – 800 character essay in response to 418
news articles

403 participants and
1,860 essays

[1.0, 7.0] & {empathy,
no-empathy}

Self ✓

2 NewsEmpathy v2
[30]

Extension of the NewsEmpathy dataset 564 participants and
2,655 essays

[1.0, 7.0] Self ✓

3 NewsEmpathy v3
[21]

Similar to the NewsEmpathy dataset but
based on 100 news articles and new
conversation-level data

140 participants, 1,100
essays and 12,601
speech-turns

[1.0, 7.0] (essay), [0.0, 5.0]
(speech-turn),

Self (essay),
Third party

(speech-
turn)

✓

Social Media

4 Brand-Customer
[31]

Customer queries and brand response from
Twitter

108 brands, 667,738
customers, and
2,013,577 tweets

{engaging, not-engaging}b Third party ×

5 EPITOME [32] Responses towards help-seeking posts in
TalkLife and Reddit

8 million posts and 26
million interactions

{no, weak, strong} Third party ✓

6 EPITOME v2 [33] EPITOME, re-labelled into two classes 8 million posts and 26
million interactions

{positive, negative} Third party ✓

7 PECc [34], [35] General conversations from Reddit 355K conversations {empathic, non-empathic} Third party ✓

8 Yelp Review [36] People’s reaction to customer reviews of
financial providers

30,263 reviews {negative, neutral,
positive}

Self ×

9 Facebook Review
[37]

Comments from 48 official public hospitals’
Facebook pages

900 reviews {tangibles, reliability,
responsiveness, assurance,
empathy}

Third party ×

10 Pathogenic
Empathy [38]

Facebook posts and answers to a
questionnaire

2,405 participants and
1,835,884 posts

R Self ×

11 TwittEmp [39] Cancer and 200 high-rating empathy
words-related tweets

3,000 tweets {seeking-empathy,
providing-empathy, none}

Third party ✓

12 iEmpathize [40] Discussions from online cancer survivors
network

5,007 sentences {seeking-empathy,
providing-empathy, none}

Third party ✓

13 CSN [41] Discussions threads from online cancer
survivor’s network (lung and breast)

2,107 messages {empathic, non-empathic} Third party ×

Patient-Doctor Interaction

14 MI [42] Motivational interviews from six clinical
studies between therapists and patients of
drug or alcohol use

176 therapists and 348
sessions

{high, low}, [1.0, 7.0] – ×

15 MI v2 [43] Motivational interviews between therapists
and patients of drug or alcohol use from six
clinical studies

348 sessions {high, low} – ×

16 RolePlayMIc [34],
[44]

Counselling conversations from online video
sharing platforms

253 conversations {empathic, non-empathic} Third party ✓

17 MedicalCare [45] Sentence-level annotation of essays on
simulated patient-doctor interaction

774 essays {empathic, non-empathic} Third party ×

18 MedicalCare v2 [46] Samples from the MedicalCare dataset
re-annotated into four labels

440 essays {cognitive, affective,
prosocial, none}

Third party ×

General Conversations

19 EmpatheticDialogues
v1c [47]

Samples from a dialogue generation dataset
[48], re-annotated into five labels

400 conversations {not empathic, a little,
somewhat, empathic, very
much}

Third party ✓

20 EmpatheticDialogues
v2c [34]

Collected from [48], the conversations
between two people regarding a personal
situation

810 participants and
24,850 conversations

{empathic, non-empathic} Third party ✓

a Output labels in [x, y] refer to continuous values between x and y
a R – real number, unspecified in the paper
b Empathy is classified into three categories as part of engagement estimation
c Was originally not an empathy detection dataset but repurposed in empathy detection

collection experiment. In addition to essay-level empathy,
the new dataset involves conversation-level empathy anno-
tation. In this case, participants converse with each other,
and the speech turns from the conversation are annotated
by independent annotators on a scale of 0 to 5.

3.1.2 Social Media

Several datasets consist of data from social media – pri-
marily Twitter, Reddit and Facebook – which are annotated
by trained annotators. For example, the Brand-Customer
dataset [31] consists of Twitter threads about customer
service-related queries and corresponding responses from
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brands. The authors [31] annotated the engagement between
brands and customers into three categories – no, weak and
strong empathy – in their primary goal of engagement
estimation (engaging vs not engaging). Sharma et al. [32]
proposed EPITOME framework, consisting of three commu-
nication mechanisms: emotional reactions, interpretations
and explorations. Mental health-related help-seeking posts
were collected from Reddit and TalkLife (a dedicated mental
health support network) and annotated into three cate-
gories: no, weak and strong, for each of the EPITOME mech-
anisms. EPITOME was relabelled by Hosseini and Caragea
[33] into two classes: weak and strong communication as
the positive class, and no communication as the negative
class (EPITOME v2). PEC [34], [35] consists of general con-
versations from three subreddits (Reddit channels), which
are annotated into empathic and non-empathic categories.

The Yelp Review dataset [36] consists of people’s reac-
tions to customer reviews related to financial providers. On
the Yelp website (https://www.yelp.com/), potential cus-
tomers’ reactions to the existing customer reviews as either
useful, cool or funny are considered empathy behaviour
in this dataset. In Facebook Review dataset [37], com-
ments from 48 official public hospitals’ Facebook pages are
annotated into four categories, including empathy. Abdul-
Mageed et al. [38] define Pathogenic Empathy as the au-
tomatic contagion of negative emotions from others, which
may lead to stress and burnout. The authors argued that
this negative side of empathy is risky for the health and
well-being of people who are empathic. The questionnaire
used in thePathogenic Empathy dataset consists of eight
questions in total: three questions, on a scale of 1–7, are
based on a previous study [49] and others, on a scale of 1–9,
are prepared by the authors. The average of the responses is
considered as the ground truth empathy score.

TwittEmp [39] dataset consists of cancer-related tweets,
whereas iEmpathize [40] consists of discussion threads
from online cancer survivor’s network. CSN [41] is an-
other dataset focusing only on lung and breast cancers
from the online cancer survivor’s network. TwittEmp
and iEmpathize datasets are annotated into three cate-
gories (empathy-seeking, providing or none), whereas CSN
are annotated into two categories (empathic versus non-
empathic).

3.1.3 Patient-Doctor Interaction
There are several datasets from counselling sessions be-
tween therapists and patients. For example, motivational
interviewing-related MI [42] and MI v2 [43] involves inter-
view sessions from clinical interviews with patients of drug
or alcohol use. RolePlayMI dataset [34] consists of coun-
selling conversations from video-sharing platforms, such as
YouTube and Vimeo, which were originally collected in a
separate study [44]. Wu et al. [34] later annotated this dataset
into utterance-level empathic and non-empathic categories.

MedicalCare [45] involves narrative essays about sim-
ulated patient-doctor interactions written by pre-med stu-
dents, which were annotated into empathic and non-
empathic categories. Dey and Girju [46] selected 440 essays
from the whole 774 MedicalCare essays and re-annotated
them into four labels: cognitive empathy, affective empathy,
prosocial behaviour and no empathy (MedicalCare v2).

3.1.4 General Conversation
EmpatheticDialogues, consisting of conversations be-
tween two people regarding a personal situation, was
originally collected by Rashkin et al. [48] for empathic
dialogue generation studies. The dataset is later re-
annotated into five categories (not empathic, a little,
somewhat, empathic, very much empathic) by Montiel-
Vázquez et al. [47] (EmpatheticDialogues v1) and two
categories (empathic, non-empathic) by Wu et al. [34]
(EmpatheticDialogues v2).

3.2 Studies and Methods
Text-based datasets are predominantly employed with DL
algorithms and, to a lesser extent, with classical ML lexical-
based algorithms. Figure 3a illustrates the usage of algo-
rithms in text-based empathy detection studies. With the
recent successes of fine-tuning pre-trained language models
in a variety of Natural Language Processing (NLP) tasks
[50], it comes as no surprise that pre-trained language mod-
els dominate the landscape of text-based empathy detection
studies. Among different variants of pre-trained language
models, Bidirectional Encoder Representations from Trans-
formers (BERT)-based Robustly Optimized BERT Pretrain-
ing Approach (RoBERTa) is mostly used, followed by BERT
itself.

There are 21 studies where a continuous degree of em-
pathy is detected (regression task) and 15 studies where a
distinct level of empathy is detected (classification task).
Table 3 summarises text-based empathy detection studies,
and the following subsections discuss them, grouped into
regression and classification tasks.

3.2.1 Regression Task (Degree of Empathy)
In detecting empathy as a continuous value, most works
used NewsEmpathy and its variants. With NewsEmpathy
dataset, Buechel et al. [29] leveraged fastText [51] for text
embeddings, followed by a Convolutional Neural Network
(CNN) regression model, achieving a Pearson correlation
coefficient of 0.404. Mundra et al. [52] used an ensemble
of ELECTRA and RoBERTa models and achieved a Pear-
son correlation coefficient of 0.558, outperforming all other
works on v2 dataset. The performance in detecting empathy
in essays from the v3 dataset is relatively lower than that
observed in the v1 dataset, which may be attributed to the
smaller size of the v3 dataset.

Interestingly, only one study [60] in v2 dataset employed
Linear Regression (LR) classical ML method and reported a
Pearson correlation coefficient of 0.516. This performance is
competitive to studies utilising DL-based language models
such as BERT and RoBERTa, where the Pearson correla-
tion coefficient ranged from 0.470 to 0.558 [52], [53]. Such
an exceptional performance using classical ML [60] can
be attributed to the incorporation of handcrafted features,
including lexicon-based, n-gram, and demographic-based
features. On the other hand, the highest performance by
Mundra et al. [52] can be attributed to the ensemble ELEC-
TRA and RoBERTa models.

Apart from NewsEmpathy datasets, other continuous
degree of empathy detection works include therapists’ em-
pathy detection on MI dataset [42] and pathogenic empathy

https://www.yelp.com/
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Fig. 3. Usage of ML algorithms in (a) text-based and (b) audiovisual-based empathy detection studies. Deep learning-based models dominate in
both cases, and transformer-based architectures are more utilised in text-based works.

detection on social media [38]. Both of them leveraged
classical ML methods – LR and Ridge Regression (RR) –
and reported Spearman’s correlation coefficient of 0.6112
and Pearson correlation coefficient of 0.252, respectively.

3.2.2 Classification Task (Level of Empathy)

In the case of modelling empathy as a classification task,
several authors used a diverse array of datasets and al-
gorithms. Sharma et al. [32] used both unsupervised (do-
main adaptive pre-training) and supervised training on two
datasets on their EPITOME framework, where they classified
empathy into three categories using RoBERTa model. Hos-
seini and Caragea [33] used EPITOME v2 as an in-domain
dataset and NewsEmpathy as an out-of-domain dataset in
the knowledge distillation strategy to transfer knowledge
from a RoBERTa teacher model to a RoBERTa student model.
In their study, the NewsEmpathy dataset was used in a
binary classification setting as opposed to detecting the
degree of empathy as a regression task. Binary classification
in NewsEmpathy dataset is also utilised by Shi et al. [45]
and Hosseini and Caragea [39] using SVM and BERT-MLP
models, respectively. Shi et al. [45] used both MedicalCare
dataset and NewsEmpathy dataset in binary classification
setting: empathic versus non-empathic.

On detecting empathy in medical essays, Shi et al.
[45] experimented with SVM and Naı̈ve Bayes (NB) on
MedicalCare dataset, yielding an F1 score of 78.4%.
In MedicalCare v2 dataset, Dey and Girju [46] experi-
mented with BERT, RoBERTa, SVM, NB, Logistic Regression
(LogR), Long Short-Term Memory (LSTM) and Bidirectional
LSTM (BiLSTM) models and reported an F1 score of 85%.
Their experiment reveals the superior performance of BERT
and RoBERTa as compared to other models. The higher
performance of Dey and Girju [46] is also attributed to
incorporating FrameNet pre-trained model [63].

Performance improvement from classical ML to DL
models is also reported on empathy detection in counselling
sessions. Gibson et al. [42] reported NB as the optimal model

in MI dataset. In a later study, Gibson et al. [43] reported
that a combination of MLP and LSTM are the optimal
model in the closely related MI v2 dataset, yielding a higher
unweighted average recall from 75.28% to 79.6%.

Montiel-Vázquez et al. [47] experimented with several
classical ML algorithms and reported Pattern-Based Classi-
fier for Class Imbalance Problems (PBC4cip) – specially de-
signed for imbalanced datasets – as the most effective clas-
sifier with an Area Under the receiver operating characteris-
tics Curve (AUC) score of 62.48% on EmpathicDialogues
v1 dataset. Wu et al. [34] used PEC and RolePlayMI
dataset, in addition to the EmpathicDialogues v2
dataset and reported a maximum Matthews correlation
coefficient of 0.85 using BERT model.

On detecting empathy in online discussion threads, Hos-
seini and Caragea [40], [62] detected empathy on cancer-
related threads of iEmpathize dataset, leveraging BERT
and RoBERTa models, respectively. Despite being the same
dataset, Hosseini and Caragea [40], [62] reported classifica-
tion performance using different evaluation metrics: a max-
imum F1 score of 85.88% in [40] and classification accuracy
of 81.07% in [62]. Khanpour et al. [41] also detected empathy
on cancer-related threads but using a combination of CNN
and LSTM on another dataset (CSN).

Apart from cancer-related threads, Hossain and Rahman
[36] and A. Rahim et al. [37] detected empathy on Yelp
Review and Facebook Review datasets, respectively. In-
terestingly, Hossain and Rahman [36] used lexicon and rule-
based Valence Aware Dictionary for Sentiment Reasoning
(VADER) sentiment analyser, apart from widely-used clas-
sical ML or DL models. A. Rahim et al. [37] leveraged SVM
model and reported a classification accuracy of 21.5% and
an F1 score of 75.7%.

4 EMPATHY DETECTION FROM AUDIOVISUAL DATA

The detection of empathy from audiovisual data utilises
a combination of computer vision and natural language
processing techniques.
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TABLE 3
Summary of Empathy Detection Studies from Text Data.

Dataset Study Best Model Performanceb Code
Availabilitya

Regression Task (Degree of Empathy)

NewsEmpathy [29] fastText-CNN PCC: 0.404 ✓

NewsEmpathy v2 [53] RoBERTa-MLP PCC: 0.470 U

[54] BERT-MLP PCC: 0.479 ×

[55] RoBERTa PCC: 0.504 U

[56] RoBERTa PCC: 0.524 ✓

[57] RoBERTa PCC: 0.537 ×

[58] RoBERTa PCC: 0.541 ×

[59] BERT-MLP PCC: 0.473 ✓

[52] ELECTRA + RoBERTa PCC: 0.558 ✓

[60] LR PCC: 0.516 ✓

[61] RoBERTa-MLP PCC: 0.517 ✓

NewsEmpathy v3 [21] RoBERTa PCC: 0.536 (essay), 0.660 (speech-turn) ×

[22] DeBERTa, RoBERTa PCC: 0.331 (essay), 0.674 (speech-turn) ×

[23] BERT PCC: 0.187 (essay), 0.573 (speech-turn) ✓

[24] RoBERTa-MLP PCC: 0.270 (essay), 0.665 (speech-turn) ×

[25] {RoBERTa, EmoBERTa}-MLP PCC: 0.415 (essay), 0.669 (speech-turn) ×

[26] RoBERTa PCC: 0.348 (essay), 0.652 (speech-turn) ✓

[27] RoBERTa-SVM PCC: 0.358 (essay) ×

[28] DeBERTa-MLP, RoBERTa-MLP PCC: 0.329 (essay), 0.708 (speech-turn) ×

MI [42] LR Spearman’s correlation coefficient: 0.6112 ×

Pathogenic Empathy [38] RR PCC: 0.252 ×

Classification Task (Level of Empathy)

EPITOME [32] RoBERTa Accuracy ∈ [79.93%, 87.50%], F1
∈ [67.46%, 74.29%] (TalkLife); Accuracy
∈ [79.43%, 92.61%], F1 ∈ [62.60%, 74.46%] (Reddit)

✓

EPITOME v2 &
NewsEmpathy

[33] BERT, RoBERTa Accuracy ∈ [61.47%, 71.80%] ×

NewsEmpathy, TwittEmp [39] BERT-MLP F1: 68.41% (NewsEmpathy), F1: ∈ [68.57%, 85.71%]
(TwittEmp)

×

Brand-Customer [31] RoBERTa F1: 73% ×

MedicalCare +
NewsEmpathy

[45] SVM Accuracy: 89.4%, F1: 78.4% ×

MedicalCare v2 [46] FrameNet-BERT F1 ∈ [75%, 85%] ×

MI [42] NB Unweighted average recall: 75.28% ×

MI v2 [43] MLP-LSTM Unweighted average recall: 79.6% ×

EmpatheticDialogues v1 [47] PBC4cip AUC: 62.48% ×

PEC, EmpatheticDialogues
v2, RolePlayMI

[34] BERT Matthews correlation coefficient ∈ [≈ 0.56,≈ 0.95] ×

iEmpathize [40] BERT F1: ∈ [78.94%, 85.88%] ×

[62] RoBERTa Accuracy: 81.07% ×

CSN [41] CNN-LSTM F1: 78.36% ×

Yelp Review [36] VADER VADER score ∈ [−0.2017, 0.8252] ×

Facebook Review [37] SVM Accuracy: 21.5%, F1: 75.7% ×
a U – Unofficially available on the Internet but not provided with the paper
b PCC – Pearson correlation coefficient
b Range of performance is reported when overall classification performance is unavailable

4.1 Datasets

Table 4 presents all six audiovisual empathy detection
datasets and their details. The subsequent subsections dis-
cuss the datasets, grouping them based on their similarities.

4.1.1 General Conversation

The OMG-Empathy consists of audiovisual conversations
with semi-scripted stories in a speaker-listener set-up. There
were eight stories, four speakers and ten listeners in total.
Following the conversations, the listener rated their valence
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TABLE 4
Audiovisual Datasets and Their Details.

SL Name Data Statistics Output labela Annotation Public

General Conversations

1 OMG-Empathy
[64]

Speaker-listener conversations based on eight
semi-scripted stories

4 speakers, 10 listeners and
80 audiovisual data (total
480 minutes)

[−1,+1] Self ✓

Teacher-Student Interaction

2 Teacher-Student
[65]

Online lectures (one teacher and 5-10 adult
students)

10 teachers and 338
audiovisual data (63
lectures)

[0.0, 10.0],
{excellent,
good} lectures

Third party ×

Interaction with Non-Human Entity

3 Human-Robot
[66]

Human participants listen to six scripted
stories from a robot

46 participants and 6.9
hours audiovisual data

{empathic,
less-empathic}

Self ✓

4 Human-Avatar
[67]

Interaction between avatar and
normotypical, Down syndrome and
intellectual disability users

50 participants and 24,000
interactions

{empathic,
non-empathic}

Otherb ×

5 DAIC-WOZ [68],
[69]

Semi-structured interviews with virtual agent 186 participants and 2,185
conversations

{negative,
positive, no}
empathy

Third party ×

6 Human-Virtual
Agent [70]

Human participants watched a sad virtual
character in virtual reality

28 participants and 56
surveys

[0, 20] Self ×

a Output labels in [x, y] refer to continuous values between x and y
b Normotypical users’ data are annotated as empathic; Down syndrome and intellectual disability users’ data as non-empathic)

score on a scale from −1 to +1. Using the OMG-Empathy
dataset, an empathy detection challenge2 was organised as
part of the IEEE International Conference on Automatic Face
& Gesture Recognition in 2019. There are two types of empa-
thy detection protocol in this dataset: personalised protocol,
detecting empathy of each listener across all conversations
and generalised protocol, detecting empathy towards each
story by all listeners.

4.1.2 Teacher-Student Interaction
Teacher-Student dataset consists of online audiovisual
lectures in one-to-many teaching set-up [65]. The lectures
are annotated by third-party annotators in terms of teaching
quality – as binary levels (classification) and as a scale of 0
to 10 (regression) – in five domains, including empathy.

4.1.3 Interaction with Non-Human Entity
Several audiovisual empathy detection dataset involves hu-
man and non-human entity. Human-Robot data collection
involves a robot telling scripted stories to human partici-
pants [66]. Stories were told in either first-person or third-
person point-of-view. As the ground truth empathy score,
participants answered a questionnaire that assessed their
level of elicited empathy towards the robot’s story.

Human-Avatar dataset involves empathy of human
participants interacting with an avatar expressing six types
of emotion [67]. The ground truth is labelled as empathic
for normotypical participants and non-empathic for partici-
pants having social communication disorders such as Down
syndrome and intellectual disability.

DAIC-WOZ dataset involves interviews between human
participants and a virtual agent, where the conversations
are annotated by third-party annotators into three classes
(negative, positive and no empathy) [68], [69].

2. https://www2.informatik.uni-hamburg.de/wtm/
omgchallenges/omg empathy description 19.html

Finally, in Human-Virtual Agent dataset, human par-
ticipants watched a virtual character showing sadness in
a virtual reality environment [70]. Participants fill in the
Toronto empathy questionnaire [71] and another post-
experiment questionnaire to reflect how much empathy they
feel towards the agents. The responses to the questionnaires
are leveraged as self-assessed ground truth empathy scores
on a scale of 0 to 20.

4.2 Studies and Methods

Empathy detection studies from audiovisual datasets are
designed mostly as a multimodal system, having inputs
such as facial expressions, hand gestures and audio conver-
sations. Figure 3b illustrates the application of algorithms in
audiovisual-based empathy detection works. As usual, DL
models are the predominant choice, although classical ML
models are also widely employed. Within the DL category,
CNN and RNN-based models are most frequently used,
whereas in the classical ML category, SVM enjoys a higher
level of usage.

Table 5 summarises these studies involving empathy
detection from audiovisual datasets. There are nine studies
of detecting continuous degrees of empathy (regression
task) and five studies of detecting discrete levels of empa-
thy (classification task). The following subsections describe
these studies.

4.2.1 Regression Task (Degree of Empathy)

In predicting continuous degrees of empathy, seven out
of 13 papers use the OMG-Empathy dataset. Barros et al.
[64] provides baseline results with VGG16 architecture to
process facial expression and LSTM to process spatial-
temporal features. The outputs of these two networks were
then concatenated and fed to a SVM for empathy detection,
which resulted in 0.17 and 0.23 correlation coefficients in

https://www2.informatik.uni-hamburg.de/wtm/omgchallenges/omg_empathy_description_19.html
https://www2.informatik.uni-hamburg.de/wtm/omgchallenges/omg_empathy_description_19.html
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TABLE 5
Summary of Empathy Detection Studies from Audiovisual Data.

Dataset Study Best Model Performancea Code Availability

Regression Task (Degree of Empathy)
OMG-Empathy [64] VGG16-LSTM-SVM CCC 0.17 (P), 0.23 (G) ×

[72] GRU, LSTM, CNN, MLP CCC: 0.17 (P, G) ✓
[73] LSTM CCC: 0.14 (P, G) ✓
[74] BiLSTM CCC: 0.11 (P), 0.06 (G) ✓
[75] SVM CCC: 0.08 (P) ×
[76] CNN, RF CCC: 0.02 (P), 0.04 (G) ×
[77] WANN CCC: 0.25 (Validation set) ×

Human-Virtual Agent [70] LR R2: 0.485 ×
Teacher-Student [65] AdaBoost MSE: 0.374 ✓

Classification Task (Level of Empathy)
Teacher-Student [65] DT Accuracy: 90.9%, F1: 90.1% ✓
Human-Robot [66] XGBoost Accuracy: 69%, AUC: 72% ×
Human-Avatar [67] LogR F1: ∈ [72%, 78%] ×
DAIC-WOZ [68] ResNet, BERT, GRU, MLP F1: 71% ×
Various online sourcesb [78] CNN Accuracy: 98.98%, AUC: 99%, F1: 91% ×
a Performance refers to test-set performance unless otherwise stated
a P – Personalised protocol; G – Generalised protocol
a CCC – Concordance Correlation Coefficient
b Description of the dataset, such as the number of samples and ground truth label space, are unavailable on the paper

the personalised and generalised empathy protocols, respec-
tively.

While Barros et al. [64] provides the baseline results on
OMG-Empathy dataset, other works [72]–[76] have failed
to outperform the baseline results. The closest one [72]
achieved a 0.17 correlation coefficient on both personalised
and generalised protocols. They used separate models for
separate modalities – Gated Recurrent Unit (GRU) on audio
signals, LSTM on audio transcripts (text) and CNN on
vision (face and body images) – followed by MLPs. To
integrate the detections on different modalities, they used
a weighted average proportional to the validation score on
each modality, followed by a Butterworth low-pass filter.

Tan et al. [73] extracted multimodal features using VGG-
Face [79] on faces, openSMILE [80] on audio and GloVe
embedding [81] on texts. Using a multimodal LSTM model,
they reported a correlation coefficient of 0.14 on both per-
sonalised and generalised protocols. Mallol-Ragolta et al.
[74] reported correlation coefficients of 0.11 and 0.06 in
personalised and generalised protocols, respectively, using
openSMILE for extracting audio features and OpenFace
[82] for extracting video features, followed by a BiLSTM
network.

In addition to verbal and non-verbal features from au-
dio, image and text, Azari et al. [75] experimented with a
different type of feature: mutual or contagious laughter as a
measure of synchrony between the speaker and listener dur-
ing the interaction. Hinduja et al. [76] used facial landmarks
and spectrogram as hand-crafted features and CNN output
as deep features in a Random Forest (RF) model. Lastly,
Lusquino Filho et al. [77] leveraged a different type of model
– Weightless Artificial Neural Network (WANN) – and
reported a correlation coefficient of 0.25 on the validation
set of the OMG-Empathy dataset.

Other works in empathy detection as regression tasks
primarily utilised classical ML models. Kroes et al. [70]
leveraged a LR model on the Human-Virtual Agent
dataset and reported an R2 score of 0.485. With the
Teacher-Student dataset, Pan et al. [65] comprehensively
experimented with a wide range of features from audio and

video in an AdaBoost model for the regression task and
reported a mean squared error score of 0.374.

4.2.2 Classification Task (Level of Empathy)
In classifying empathy levels, most studies leveraged a vari-
ety of classical ML algorithms. With the Teacher-Student
dataset, Pan et al. [65] modelled a classification task (excel-
lent vs good lectures) and reported an accuracy of 90.9%
and F1 score of 90.1% using DT model. Mathur et al.
[66] experimented with eight classical ML and two DL
models and reported XGBoost as the best model on the
Human-Robot dataset. Hervás et al. [67] leveraged LogR
on the Human-Avatar dataset.

On the DAIC-WOZ dataset, Tavabi et al. [68] leveraged
pre-trained BERT to calculate text embedding and pre-
trained ResNet to calculate visual features in addition to
action units and head pose features from OpenFace. As au-
dio features, they extracted extended Geneva minimalistic
acoustic parameter set and Mel-Frequency Cepstral Coeffi-
cients (MFCC) [83] using OpenSMILE. With these features,
they experimented with GRU and MLP in different fusion
techniques, where GRU-based fusion of temporal audio and
video sequences appeared to be the best fusion strategy in
their setting.

Lastly, Alanazi et al. [78] experimented with CNN and
MLP and several classical ML algorithms, including DT, NB
and SVM. Among these, CNN was the most effective model
in their experimental set-up.

5 EMPATHY DETECTION FROM AUDIO

Audio-based empathy detection works include audio from
conversations in various contexts, such as patient-doctor
and customer-call centres.

5.1 Datasets
Table 6 reports all three datasets consisting exclusively of
audio data. All of these datasets involve third-party anno-
tations, and none of the datasets are publicly available. We
are referring to audio-based datasets that exclusively consist
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TABLE 6
Audio-Based Datasets and Their Details.

SL Name Data Statistics Output labela Annotation Public

General Conversations

1 Call-centre [84] Human-human conversation in call-centre 905 conversations {empathic, non-empathic} Third party ×

Patient-Doctor Interaction

2 COPE [85], [86] Conversations between cancer patient and
healthcare provider(s)

425 sessions {positive, negative} Third party ×

3 CTT [87], [88] Motivational interviewing sessions of drug
and alcohol counselling

200 sessions [1, 7], {low, high} Third party ×

a Output labels in [x, y] refer to continuous values between x and y

TABLE 7
Summary of Empathy Detection Studies from Audio.

Dataset Study Best Model Performance Code Availability

Regression Task (Degree of Empathy)
CTT [87] LR PCC: ∈ [0.65, 0.71] ×

Classification Task (Level of Empathy)
COPE [85] SVM Avg. Precision: 7.61% ×
Call-centre [84] SVM Unweighted avg. recall: 65.1% ×
CTT [87] SVM Accuracy ∈ [80.5%, 89.9%], F1 ∈ [85.3%, 90.3%] ×

of audio, which are different from audiovisual datasets
discussed in Section 4.

The Call-centre dataset [84] consists of 905 human-
to-human conversations in call-centres annotated into em-
pathic and non-empathic categories. The COPE dataset [85],
[86] consists of 425 oncology encounters between cancer
patients and healthcare providers. The task of this dataset
is to detect empathic interactions – annotated as positive
and negative – in oncology encounters. Lastly, the CTT
dataset [87], [88] includes 200 sessions between therapists
and patients of drug and alcohol abuse. The annotation
includes both a continuous degree of empathy between 1
and 7 to model a regression problem and a low or high
empathy level to model a classification problem.

5.2 Studies and Methods
Detecting empathy from audio involves two main ap-
proaches: utilising audio as a signal directly or converting it
into text and employing text-based methods. Table 7 sum-
marises four studies and their methods for detecting em-
pathy from audio datasets. None of the codes are officially
available with the papers. All studies reported classical ML
algorithms as the best in corresponding experiments: SVM
in all three classification studies and LR in the one regression
study. The CTT dataset has been used both in regression and
classification studies [87].

Given that audio-based datasets involve conversations
between two persons, the works of Chen et al. [85] and
Xiao et al. [87] include voice activity detection (speech or
no speech) and speaker diarisation (separate speakers) in
the empathy detection workflow. All studies [84], [85], [87]
converted the audio into text sequences, followed by ex-
tracting features from the text sequences. Chen et al. [85] and
Alam et al. [84] extracted several lexical features, such as text
embedding, from the audio transcripts and several acoustic
features, such as MFCC, from the audio signal. Chen et
al. [85] reported better performance of lexical features as

compared to the acoustic features. Lastly, Xiao et al. [87]’s
empathy detection model on audio-based CTT dataset is
entirely text-based – leveraging uni-gram, bi-gram and tri-
gram language models – without any audio-based features.

6 EMPATHY DETECTION FROM PHYSIOLOGICAL
SIGNALS

Physiological signals, such as galvanic skin response, have
been shown to be indicative of emotional responses of in-
dividuals [92]. Empathy from physiological signals includes
fMRI, ECG and EEG data.

6.1 Datasets
Table 8 summarises all three physiological signal-based
datasets for empathy detection. One of them is publicly
available. As for the annotation protocol, all of them include
self-annotation by study participants.

The fMRI dataset [89] includes resting-state functional
magnetic resonance imaging data from 24 cocaine-addicted
subjects and 24 healthy controls matched on age, sex,
employment and education information. The annotations
were collected from cocaine-addicted subjects through the
Interpersonal Reactivity Index (IRI) questionnaire [8], [93].

The PainEmpathy dataset [90] includes ECG and skin
conductance from 36 participants with different levels of
autistic traits. The participants filled in a questionnaire re-
garding cognitive and affective empathy after viewing pic-
tures of individuals with different levels of pain. Although
it may sound a little frightening, the painful pictures (24 in
total) were, in fact, collected from eight individuals going
through different levels of electrical stimulation on the back
of their hands. The task with this dataset is the classification
of both cognitive and affective empathy into high or low
levels.

The EEG Cortical Asymmetry dataset [91] includes
EEG signals from 52 participants watching an emotional



11

TABLE 8
Physiological Signal-Based Datasets and Their Details.

SL Name Data Statistics Output labela Annotation Public

1 fMRI [89] Resting-state fMRI data from
cocaine-dependent and healthy controls

48 participants Fantasy empathy ∈ R Self ✓

2 PainEmpathy [90] Participants viewing pictures of
individuals with pain or no pain

36 participants, and 36 ECG
and skin conductance data

{high, low} Self ×

3 EEG Cortical
Asymmetry [91]

Participants’ EEG while watching an
emotional video in virtual reality

52 participants and 52 EEG data [0, 96], {high, low} Self ×

a R – real number, unspecified in the paper

TABLE 9
Summary of Empathy Detection Studies from Physiological Signals.

Dataset Study Best Model Performance Code Availability

Regression Task (Degree of Empathy)
fMRI [89] LR Pearson correlation: 0.54, MSE: 20.09 ×
EEG Cortical Asymmetry [91] LR MSE ∈ 51.749, 150.556 ×

Classification Task (Level of Empathy)
PainEmpathy [90] SVM Accuracy ∈ [79%, 84%] ×
EEG Cortical Asymmetry [91] SVM, DT Accuracy ∈ [61.8%, 74.2%], F1 ∈ [61.5%, 74.3%] ×

video (a young girl being abused as a domestic slave) in
virtual reality. The EEG signals were collected from the
frontal, central and occipital regions of the brain before,
during and after watching the video. Before the experiment,
the participants filled in the Toronto empathy questionnaire
[71], which was utilised as self-annotation. Although the
range of annotation could be 0 to 96 according to the
questionnaire, the participant’s actual responses varied from
49 to 86. Using a median split, annotation into high and
low empathy groups is also available on this dataset. Both
regression and classification tasks in this dataset involve
empathy detection at all three time points the EEG were
collected: before, during and after.

6.2 Studies and Methods

Research in physiological signal-based empathy detection
typically follows feature extraction, followed by ML tech-
niques. Table 9 reports the studies and methods of phys-
iological signal-based empathy detection. None of the pa-
pers’ code is publicly available with the paper. All of the
physiological signal-based studies leveraged classical ML
algorithms: LR and SVM in two studies each.

Wei et al. [89] detected fantasy empathy on the fMRI
dataset using a LR model. With the PainEmpathy dataset,
Golbabaei et al. [90] extracted ten features and leveraged a
SVM with radial basis function kernel to detect cognitive
and affective empathy. Lastly, Kuijt and Alimardani [91]
extracted 15 features from the EEG Cortical Asymmetry
data and leveraged multiple LR in the regression task and
LR, SVM and DT in the classification task. In the case of
the classification task, they only used five best-performing
features. In both regression and classification settings, the
participants’ empathy before the experiment is better de-
tected compared to ‘after’ and ‘during’ the experiment.

7 EVALUATION METRICS

7.1 Regression Task (Degree of Empathy)
Correlation coefficients have been used as the evaluation
metric in works where a continuous value of empathy is
detected, i.e., regression task. Notably, the Pearson corre-
lation, Spearman’s correlation and concordance correlation
coefficients are leveraged in works with NewsEmpathy, MI
and OMG-Empathy datasets, respectively. Apart from that,
mean squared error and R2 are used in Teacher-Student
and Human-Virtual Agent datasets, respectively.

7.2 Classification Task (Level of Empathy)
A wide variety of evaluation metrics are used in works
where a discrete level of empathy is detected, i.e., clas-
sification task. Classification accuracy, F1 score, and Area
Under the receiver operating characteristics Curve (AUC)
are most commonly used. Apart from these, average preci-
sion, unweighted average recall and Matthews correlation
coefficient are also utilised. Despite being named as a corre-
lation coefficient, Matthews correlation coefficient is used to
evaluate binary classification performance [94].

8 OPPORTUNITIES, CHALLENGES AND RE-
SEARCH GAPS

8.1 More Research on Empathy from Audiovisual, Au-
dio and Physiological Signals
As illustrated earlier (Figure 1), there has been a rising trend
in text-based works since 2020, but the number of papers
from audiovisual datasets has not increased that much. The
surge of audiovisual work in 2019 resulted from an empathy
detection challenge at the end of 2018.

Empathy detection from physiological signals, such as
EEG, ECG and skin conductance, is emerging, but no studies
have been reported on audio-based empathy detection after
2020. Therefore, the research gap is evident in audiovisual-
, audio- and physiological signal-based empathy detection.
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It is important to note that spoken information from video
and audio can be converted to text, and subsequently, a text-
based empathy detection system may work for video and
audio scenarios. However, video and audio have additional
information, such as facial expressions and audio pitch,
which would normally enhance the quality of empathy
detection and thus necessitate separate research for video
and audio.

8.2 Applications of Empathy Detection
Empathy holds significant importance across various real-
life domains, including social life, healthcare, education
and business [6]. The assessment of empathy in empathy-
seeking scenarios allows us to identify the areas of improve-
ment. Consequently, new strategies can be developed to
improve empathic capabilities.

8.2.1 Society and Culture
Since empathy is a social skill, detecting it has a direct
impact on society. The ability to empathise can vary across
cultures and may be influenced by social norms and up-
bringing. Existing studies so far have not considered cul-
tural aspects, which could be an exciting research direction.

Socially assistive robots could provide better support
and care if they could detect and respond empathically to
the emotional states of people, such as elderly individuals,
stroke survivors, and patients with autism spectrum disor-
der or Alzheimer’s disease [95], [96]. To this end, empathy
detection between humans and other intelligent agents,
such as robot [66], [78] and virtual agent [68], [70], could
help assess the quality of the supports.

Empathy plays a key role in effective and supportive
communication among people at different levels. In spousal
relationships, empathy can build strong and healthy rela-
tionships, as partners who display empathy can understand
and support each other’s emotional needs [3]. In nonverbal
communication with people with hearing disabilities, em-
pathy would help them understand and communicate effec-
tively. Apart from these, empathy is important for our lead-
ers, such as politicians, community leaders and religious
leaders. Empathy can help people reduce their anxiety and
stress, such as in long-distance audiovisual communications
of international students communicating with their families
and online interviews for jobs or admission to universities.

People often seek mental support through social media
platforms. To this end, several works have detected empa-
thy in various social media, such as Reddit [32], Twitter
[39] and cancer survivors network [40], [41], [62]. The use
of empathy detection systems in social media platforms has
the potential to foster empathic responses while discourag-
ing non-empathic ones. Such a system can play a key role
in cultivating a more compassionate online environment,
thereby contributing to improved community well-being.

8.2.2 Healthcare
Empathic doctors are better equipped to understand their
patients’ concerns, leading to improved communication and
patient outcomes [4]. A study on patient-doctor relation-
ships showed that 85% of 563 patients changed their doctor
or were thinking of changing, where one of the main reasons

was a lack of effective communication related to empathy
[97], [98].

Empathy detection systems can help diagnose diseases
and cognitive disorders where a lack of empathy is a
symptom, such as autism, psychopathy and alexithymia
[99]. Several studies have already shown proof of concepts
to this end. Hervás et al. [67] proposed to use an empa-
thy detection system with affective avatars in diagnosing
social communication disorders, such as Down syndrome
and intellectual disability. They also mentioned that such
a system could be used in diagnosing autism spectrum
disorders. Golbabaei et al. [90] used physiological signals
(EEG and skin conductance) and detected affective and
cognitive empathy. The authors argued that such empathy
detection can be correlated with different levels of autistic
traits of the subjects.

The service quality of healthcare providers and hospitals
can be assessed in terms of empathy, for example, patient-
doctor consultation or hospital service quality [37]. Assess-
ment of healthcare providers can be in various contexts,
such as counselling sessions between therapists and patients
[34], [42], [43], [87], oncology encounters [85] and other
general patient-doctor interactions [45], [46]. In addition,
telehealth has become popular since COVID-19, where em-
pathy evaluation can be particularly useful because of its
distance nature.

8.2.3 Education and Development

In teaching – especially with the shift towards online learn-
ing due to the COVID-19 pandemic – educators endowed
with empathic capabilities are better positioned to under-
stand their students’ emotional states and create a positive
learning environment [5]. Not only in teacher-student in-
teractions but also in student-student interactions in team
activities, empathy helps extract the most out of the learning
experience when students can extend support to their peers.
Among different disciplines, engineering students can lack
empathy, which can lead to challenges when engaging
in group projects later in their professional careers [100].
Quantitative assessment of empathy can create scopes to
improve team dynamics through targeted interventions,
such as empathy training programs.

In terms of assessing teaching quality, empathy evalua-
tion can be used as a tool, as demonstrated by Pan et al. [65].
Such a teaching quality assessment system – acknowledging
the importance of emotional intelligence and interpersonal
skills – can aid the traditional evaluation method, leading to
a better education system.

Empathy is an important aspect in design thinking
[101] and user-centred design [102] to connect with users,
clients and customers. In software development, empathy
for end-users can help create user-friendly and accessible
applications. Accordingly, understanding users’ needs and
experiences leads to more successful and widely adopted
products. Inclusion of empathy is required in software en-
gineering curricula to meet industry demands [103] and, to
this end, an empathy detection system can assist in teaching
empathy.
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8.2.4 Economics and Business
Empathy plays a crucial role in economics, where un-
derstanding and accounting for others’ emotional states
is essential in making informed business decisions [104].
A lack of empathy in real-life business interactions can
have detrimental effects on customer experience and overall
business success. By incorporating empathy into business
strategies and decision-making, businesses can provide bet-
ter services, increase customer satisfaction, and ultimately
drive growth and success.

Empathy can help businesses in analysing customer re-
views and customer support. Nowadays, customers usually
leave their product reviews on online platforms, such as
Yelp (https://www.yelp.com/) and Product Review (https:
//www.productreview.com.au/), where empathy can be
detected to understand customer satisfaction and identify
areas of improvement [36].

Customer care representatives who display empathy in
call-centre interactions can resolve customer issues more
effectively, leading to higher levels of customer satisfaction
[105]. The skilful identification and validation of customers’
emotions through empathy can foster loyalty and trust
[106] and enhance customer experiences [107]. To this end,
call-centre conversations can be analysed to detect empa-
thy, which could also benefit in training the agents [84].
Empathy can be detected as a measure of engagement in
asynchronous customer service systems, where customers
and agents are not necessarily active simultaneously [31].

Empathy is important in emotional intelligence, a cru-
cial aspect of individuals’ aptitude in business and work-
place settings [108]. It can enhance organisational effi-
cacy through constructive interpersonal relationships in
employer-employee and employee-employee interactions.
Empathetic interactions can, therefore, promote overall em-
ployee well-being, job satisfaction [109] and cohesive team
dynamics [110] in contemporary business environments. It
can further play a climactic role in high-level negotiations in
management as it fosters a deeper understanding of stake-
holders’ perspectives, leading to more effective decision-
making and conflict resolution. In such negotiations, where
complex issues and diverse interests are at play, empathic
leaders can bridge gaps and build trust among parties,
ultimately enhancing collaboration and achieving mutually
beneficial outcomes.

8.3 Data Collection
8.3.1 Self-Annotation vs Third-Party Annotation
Self-annotation in the literature includes study participants
filling in empathy-related questionnaires such as the IRI
questionnaire [8], [93] and Toronto empathy questionnaire
[71]. Whereas third-party annotation includes annotation by
third-party trained annotators apart from the study par-
ticipants from whom the data is collected. Self-annotation
versus third-party annotators remains debatable in the liter-
ature. Among the datasets we examine in this paper, 10 of
them used self-annotation, 18 of them used third-party an-
notation and one of them used both self and third-party an-
notations on its two different tasks. Buechel et al. [29] argued
that self-annotation provides a more appropriate measure of
empathy compared to annotation by third-party annotators.

Shi et al. [45] used both MedicalCare dataset, annotated by
trained third-party annotators, and NewsEmpathy dataset,
annotated by study participants themselves. One interesting
finding of their study is the comparison between third-party
annotation and self-annotation, which showed that third-
party annotation could be more robust.

One particular dataset, where both self and third-party
annotations are used in the NewsEmpathy v3 dataset. In
this dataset, detecting empathy on speech turns has higher
performance than on essays (reported in Table 3). One
difference between essay-level and speech-turn-level detec-
tion is the annotation protocol: self-assessment annotation
in essays, whereas third-party annotation in speech-turns.
Self-annotation versus third-party annotation while fixing
the other aspects (such as dataset and model) would be
a prospective research domain to understand more about
annotation and, simultaneously, find an appropriate anno-
tation scheme.

8.3.2 Crowdsourcing: Pros and Cons
Data collection through crowdsourcing platforms, such as
Amazon Mechanical Turk, is known to be a faster and easier
way to collect large amounts of data in Affective Computing
domains, such as empathy [30] and emotion [111]. However,
crowdsourcing involves a major challenge: false information
[112]. Montiel-Vázquez et al. [47], in their empathy detection
work, doubted the validity of crowdsourcing annotation
and re-annotated the EmpathicDialogues dataset. Erro-
neous data, which often result from crowd participants’
multitasking and carelessness, threaten the validity of find-
ings [113], [114]. Therefore, strict measures and quality con-
trol should be carried out with crowdsource data collection.

8.3.3 Procedure and Equipment
The quality of data also depends on the collection procedure
and equipment, such as the camera and microphone [87].
Occlusion-free high-resolution images and high-quality au-
dio are some of the most desirable qualities. However, these
are challenging, particularly in computational empathy, be-
cause of the simultaneous presence of multiple persons
in the data collection experiment. For example, separate
channels for separate persons in audio data collection can
potentially benefit the detection but can be challenging [87].
In a similar vein, an exciting research avenue could be
building a reliable empathy detection system from noisy
data.

8.4 Towards an Ideal Empathy Detection System
8.4.1 Generalised System
The use of data from a broad context can sometimes be chal-
lenging. For example, Hossain and Rahman [36] analysed
a subset from Yelp Review dataset and mentioned they
were unable to analyse the whole dataset due to computing
limitations. At times, data from a few specific sources are
used. For example, A. Rahim et al. [37] analysed reviews
from Facebook and left other social media platforms, such
as Twitter and Instagram, for future work. To this end,
future research can explore using data from a broad range
of sources to build more generalised empathy detection
systems.

https://www.yelp.com/
https://www.productreview.com.au/
https://www.productreview.com.au/
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8.4.2 Multilingual System
An ideal empathy detection system should be multilingual
by including at least some widely used languages for wider
adoption [36]. All existing studies detected empathy in the
English language only. Therefore, there is a huge future
research avenue towards making a multilingual empathy
detection system.

8.4.3 Privacy and Bias
Given that empathy detection systems primarily detect em-
pathy from human data such as facial expression, voice
and physiological signals, maintaining privacy and miti-
gating biases is a major concern. Research design should
consider concealing personal information and minimal use
of personal information. The use of personal and demo-
graphic information may lead to a biased system, especially
with existing biases of pre-trained models [115]. Deepfakes
through generative artificial intelligence can be an exciting
avenue to maintain privacy by generating fake images while
maintaining the same facial expression of original subjects
[116].

9 CONCLUSION

Empathy, defined as the capacity to comprehend and pro-
vide emotional support to others, has emerged as a promis-
ing research area across several disciplines. In Computer Sci-
ence, empathy detection, particularly through ML method-
ologies, has witnessed substantial growth in recent years.
In the pursuit of this research endeavour, we conducted
an extensive search across ten scholarly databases, imple-
menting a rigorous systematic review process based on
PRISMA guidelines for reproducibility. Subsequently, we
examine 54 selected papers, focusing on four primary input
modalities: text, audiovisual data, audio and physiological
signals. In each modality, we enumerate the details of the
datasets, including data collection experiment detail, their
statistics, annotation protocol and their public availability.
We analyse the studies using these datasets, with a focus on
ML algorithms, their performance and code availability.

Overall, this review reveals several new insights into
the computational empathy domain. Firstly, there is an
increasing amount of research in text-based empathy detec-
tion, but the amount of research on audiovisual, audio and
physiological signals is lagging behind. Secondly, research
and developments of empathy detection systems can be
focused on various domains of our lives, such as society,
healthcare, education and business. Thirdly, challenges and
opportunities in data collection include annotation protocol
(self vs third-party) and crowdsourcing. Finally, an ideal
empathy detection system could be envisioned by building
a generalised and multilingual system while maintaining
privacy and mitigating biases.

LIST OF ACRONYMS

AUC Area Under the receiver operating characteristics
Curve

BERT Bidirectional Encoder Representations from Trans-
formers

BiLSTM Bidirectional LSTM

CNN Convolutional Neural Network
DeBERTa Decoding-Enhanced BERT with Disentangled At-

tention
DL Deep Learning
DT Decision Tree
EC Exclusion Criteria
GRU Gated Recurrent Unit
IRI Interpersonal Reactivity Index
LR Linear Regression
LogR Logistic Regression
LSTM Long Short-Term Memory
MFCC Mel-Frequency Cepstral Coefficients
ML Machine Learning
MLP Multi Layer Perceptron
NB Naı̈ve Bayes
NLP Natural Language Processing
PBC4cip Pattern-Based Classifier for Class Imbalance Prob-

lems
ResNet Residual Network
RNN Recurrent Neural Network
RF Random Forest
RoBERTa Robustly Optimized BERT Pretraining Approach
RR Ridge Regression
SVM Support Vector Machine
VADER Valence Aware Dictionary for Sentiment Reasoning
WANN Weightless Artificial Neural Network
WASSA Workshop on Computational Approaches to Sub-

jectivity, Sentiment & Social Media Analysis
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