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ABSTRACT

Antibiotic pollution in the environment can significantly impact soil microorganisms, such as altering the soil microbial
community or emerging antibiotic-resistant bacteria. We propose three machine learning (ML) methods to investigate anti-
biotics’ impact on microorganisms and predict microbial abundance. We examined the microbial abundances of various
environmental soil samples treated with antibiotics. We developed 3 ML models: (Model 1) for predicting the most abundant
bacterial classes in a specific treatment group; (Model 2) for predicting antibiotic treatment effects based on bacterial abun-
dances; and (Model 3) for using data from short-term incubations to predict the data of community structure after stabilisation.
In Model 1, the Random Forest model achieved the highest average accuracy, with a Coefficient of Variation mean of 0.05 and
0.14 in the training and test set. In Model 2, the accuracy of the random forest and SVM models have the highest accuracy
(nearly 0.90). Model 3 demonstrates that the Random Forest can use data from short-term incubations to predict the abundance
of bacterial communities after long-term stabilisation. This study highlights the potential of ML models as powerful tools for
understanding microbial dynamics in response to antibiotic treatments. The code is publicly available at - https://github.com/

DeweyYihengDu/ML_on_Microbiota.

1 | Introduction

Antibiotics have now been extensively utilised in various do-
mains, including routine medical practices, research experi-
ments, animal breeding, and crop production [1]. However, a
significant portion of these antibiotics is not fully absorbed by
the human or animal bodies, leading to the excess antibiotics
eventually finding their way into the soil or water through
various means. Among the antibiotics, the highest concentra-
tions found in faeces are of tetracycline drugs, followed by flu-
oroquinolones and sulfonamides [2]. These antibiotics have a

profound impact on the abundance of soil microbes as well as
the overall microbial and enzyme activities, subsequently
affecting the physical and chemical properties of the soil, such
as pH, moisture, and organic matter content, which in turn
leads to soil degradation [3-5]. In the process of extracting mi-
crobes, metagenomic extraction technology is predominantly
employed; however, this technique faces substantial limitations
when applied to soil samples. The uneven distribution of mi-
crobes within the soil and their adhesion to soil particles make
microbial extraction particularly complex [6, 7]. Traditional
methods for soil microbial analysis often demand extensive data
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organisation and require numerous samples and repetitive ex-
periments to ensure convincing results [8]. These challenges
underscore the need for innovative analytical tools to better
understand microbial dynamics in soil environments.

Antibiotics are known to exert significant effects on environ-
mental microbiota. Among many antibiotics, the primary ones
identified in environmental microbiota include amoxicillin,
oxytetracycline dihydrate, sulfadiazine, trimethoprim, tylosin
tartarate, and ciprofloxacin. These antibiotics are extensively
used in medical and agricultural domains, such as pastoral
fields, leading to their inevitable introduction into the envi-
ronmental microbiota. Amoxicillin primarily functions by
inhibiting bacterial cell wall synthesis, affecting the growth of a
variety of Gram-positive bacteria and some Gram-negative
bacteria [9]. Oxytetracycline dihydrate operates by binding to
the 30S ribosomal subunit, interfering with the ability of bac-
teria to produce essential proteins, thus preventing the incor-
poration of amino acid residues into elongating peptide chains
[10]. Sulfadiazine, on the other hand, inhibits bacterial folic acid
synthesis through competitive antagonism of para-amino-
benzoic acid (PABA), thereby impacting nucleic acid synthesis,
and consequently affecting a diverse range of microorganisms,
challenging the survival of most microbes [11]. Trimethoprim
functions by reversibly inhibiting dihydrofolate reductase,
obstructing the reduction of folic acid to tetrahydrofolate,
thereby impeding bacterial nucleic acids and protein synthesis
[12]. Tylosin tartarate inhibits bacterial protein synthesis by
binding to the 50S ribosomal subunit [13]. Lastly, Ciprofloxacin
exerts its antimicrobial activity by inhibiting bacterial DNA
gyrase, thereby affecting bacterial DNA metabolism [14, 15].
Most studies focus on the effects of single antibiotics; however,
real-world environments often exhibit complex antibiotic mix-
tures. This research addresses both individual and combined
impacts of antibiotics on microorganisms.

Machine learning (ML), originally conceptualised by Arthur
Samuel in 1959, serves as a methodological approach designed to
uncover patterns within large datasets and is a specialised subset
of artificial intelligence (AI) [16]. Fundamentally, ML employs
algorithms to analyse data, recognise patterns, and subsequently
make decisions or predictions based on these insights [17]. Un-
like conventional software, which is programed to execute spe-
cific tasks, ML models learn from large-scale training data,
thereby enabling them to accomplish tasks autonomously [18].

ML has found broad applications across various disciplines,
including finance, image recognition [19], healthcare, and
recently, in the domain of biology [20-25] and microbiology [26].
In this context, ML is commonly deployed for predictive model-
ling, feature extraction, time-series analysis, and image classifi-
cation, among other applications [24, 25, 27]. ML currently has a
wide range of applications in evaluating the impact of antibiotics
on bacteria and in the screening of antibiotic resistance genes,
such as in the screening of resistance genes within the environ-
ment of chicken farms [28]. Consequently, machine learning is
becoming an increasingly popular data analysis method in the
field of microbiology. In microbiology, key research areas include
microbial taxonomy [29, 30], the intricate interplay between gut

microbiota and their hosts [26, 31, 32], the study of pathogenic
microorganisms, and drug discovery [33]. Further, environ-
mental microbial evolution is a burgeoning field [34].

Currently, in the field of microbiology, the main applications of
ML include microbial classification and identification [35], in-
teractions between microbes [36], functional genomics [37], and
the discovery of drugs and bioactive compounds [38], among
other areas. This paper employs ML methods to investigate the
impact of antibiotics on microbial community structures. With
the advent of the big data era, and particularly the rise of meta-
genomics and high-throughput sequencing, enormous datasets
are becoming increasingly common in microbiological research
[39]. Due to the intrinsic complexity and often elusive nature of
microbial entities, ML has become an indispensable tool for
analysing large datasets and uncovering targeted insights. ML
techniques are increasingly being applied to study the effects of
antibiotics on bacteria. For example, previous studies have used
decision tree methods to predict antibiotic resistance [40],
explored Pseudomonas aeruginosa through whole-genome ap-
proaches [41], and employed XGBoost models to analyse anti-
biotic activity against multiple bacterial species [42]. These
studies demonstrate the growing potential of ML in microbio-
logical research. Building on this foundation, our study leverages
ML to investigate the impact of antibiotics on bacterial abun-
dance, offering new insights into these complex interactions.

This study is propelled by two primary objectives. The first
objective is to engineer an ML model capable of predicting the
level of antibiotic treatment based on bacterial abundance. As
previously discussed, the extensive infiltration of antibiotics into
various environments significantly influences microbial abun-
dance. By ML algorithms, this study aims to intricately model
the relationship between bacterial abundance and the levels of
antibiotic treatment. This endeavour is anticipated to provide a
pipeline for monitoring and evaluating antibiotic pollution
across different environments, thereby contributing to miti-
gating the detrimental impacts associated with antibiotic
pollution. The second objective of this study is to develop an ML
model that utilises the abundance data of preceding bacterial
generations to predict the abundance of subsequent generations.
Understanding bacterial population dynamics across genera-
tions is instrumental in delineating the interactions between
microbiota and their environment, especially in the context of
antibiotic presence. By harnessing the predictive power of ML
and historical abundance data, this model aims to furnish a
robust analytical tool for forecasting bacterial population dy-
namics, which is crucial for both microbiological research and
environmental management.

These two objectives primarily use ML methods to investigate the
impact of antibiotics on microbes in soil environments. Using ML
models, the study aims to find the complex relationships between
antibiotic residues and microbial abundance, as well as predict
microbial population dynamics across generations. The study
underscores the potential of ML as a valuable tool in advancing
the field of microbiology and environmental science, providing a
foundation for future research (for instance, identifying benefi-
cial microbes for crop protection).
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2 | Methodology

2.1 | Data Description

In the project, the FASTA data originated from the public
project PRINA576637  (https://www.ncbi.nlm.nih.gov/bio-
project/PRINA576637)." This dataset includes 627 samples
collected as part of The Biodiversity Exploratories, a research
initiative funded by the German Science Foundation (DFG
Priority Programme 1374). It provides sequencing data on
bacterial communities under different conditions, including
exposure to six antibiotics, and was designed to investigate the
impact of antibiotics on bacterial abundance in soil. Primarily,
two types of soil samples (grass soil and forest soil) were
collected and microbes were cultured with a combination of
six different antibiotics (namely amoxicillin, oxytetracycline
dihydrate, sulfadiazine, trimethoprim, tylosin tartrate, and
ciprofloxacin). Samples were harvested at 0 days, 3 days,
8 days, and 20 days. Therefore, we categorised the samples
based on their cultured time into Incubation-days O,
Incubation-days 3, Incubation-days 8, and Incubation-days 20,
used in ML models.

Different combinations of antibiotics have been shown in the
supplementary Table S1. Samples from forest soil and grass soil
were collected from separate plots, each designated by a unique
plot ID. Due to the high level of randomness in bacterial abun-
dance in individual samples, the average value from biological
samples across different plot IDs was used as the input data to
ensure the accuracy of the model. For the accuracy of the study,
the predicted abundance of the bacteria was analysed at the order
level to avoid the impact of too many unknown new species on the
model.

Bacterial order 1

2.2 | Data Preprocessing

To initially explore the impact of antibiotics on bacterial
abundance, we first plotted an overall graph of bacterial abun-
dance in different antibiotic treatment categories (Figure 1).
Nonmetric multidimensional scaling (NMDS) analysis is a
research method that simplifies objects in a multidimensional
space into a lower-dimensional space while preserving the
original relationships between the objects [43]. It is frequently
applied in ecological analysis. To investigate the correlation
between different categories (such as Antibiotics Group, Isola-
tion Source, and Incubation-days) and the overall bacterial
abundance, we first performed NMDS analysis on the samples,
followed by a correlation analysis using the envfit function from
the vegan package in R [44]. The envfit function evaluates the
statistical significance of the calculated correlations through a
Permutation Test. The Permutation Test is a non-parametric test
that generates a null distribution of correlations by repeatedly
randomising the association between environmental variable
values and the ordination results. This allows for the calculation
of the probability (p-value) of observing the current or more
extreme correlation under the null hypothesis that the envi-
ronmental variables are unrelated to the ordination results.

2.3 | Model Development

In this study, we primarily used Python for the overall analysis,
especially using scikit-learn for ML [45]. Additionally, during
this process, we employed Python libraries such as NumPy and
Pandas for data organisation, and the Matplotlib library to
visualise the data analysed.
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FIGURE 1

| The ML analysis framework used. OTU (operational taxonomic unit) information extracted from the PRINA457637 FASTA dataset,

illustrated through a flowchart depicting the classification and prediction of bacterial order using three distinct models. Within Model 1 and Model 2,
the abundance of different bacterial orders is used, with N representing the number of bacterial orders obtained in the sample. Model 3 employs an

ML model derived from the best-performing model in Model 1.
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Model 1—Predicting Top Bacteria in Single

In Model 1, we explored the abundances of different bacterial
orders to predict the abundances of top bacterial orders. Since
this model used the abundance of other bacterial orders as
predictive variables, relative abundance cannot be used as it
would simplify the model to directly subtract all other relative
abundances from 100%. Therefore, when using the abundance
of other bacteria, we organised the data by subtracting the
abundance of the bacterial orders we need to predict from the
original data, and recalculating the abundance of predictive
bacterial orders to use as our predictive variables.

During model building, we attempted 3 ML models for model-
ling, which are the Random Forest model [46], Elastic-Net
model [47], and Lasso model [48]. A total of 627 samples were
used, split into 80% (501 samples) for the training set and 20%
(126 samples) for the testing set. RMSE (Root Mean Square
Error) was the square root of the average of the squared errors.
It is used to measure the performance of a prediction model,
especially in regression problems [49]. RMSE provided a sense
of the magnitude of the model's prediction error, with a smaller
value indicating higher predictive accuracy of the model [50].
To evaluate the performance of the model, the Coefficient of
Variation (CV) was chosen as the test score. The reason was that
CV was a standardised form of RMSE, standardised by the mean
of actual values, allowing for greater comparison between
different bacterial orders, and obtaining the standard error [51].

Through Model 1, we could determine which ML model can
perform well in the data. Then, we used the resulted best model,
for later models. In later more complex models, we could
directly use this ML model to simplify the analysis steps. In this
analysis, we selected features with an importance score greater
than 0.01 to enhance the interpretability of the model and
provide a deeper understanding of the correlations between
different bacterial orders.

2.3.2 | Model 2—Predicting Antibiotic Treatment With
Bacterial Abundance

In Model 2, we used bacterial order abundance as features,
applying ML to predict the antibiotic treatment conditions.
Because the objective differed from Model 1, we used different
ML models to build Model 2. We attempted to use ML models
such as Logistic Regression model, Random Forest model, De-
cision Tree model, and Support Vector Machine model (SVM) to
predict the antibiotic treatment conditions. The sample size was
the same as Model 1, with 627 samples divided into 80% (501
samples) for training and 20% (126 samples) for testing. The
model initially employed the chi-square test [43], targeting
antibiotic treatment groups as the dependent variable, with the
source of isolation and varying culture times as feature vari-
ables. The diversity of different bacteria was arranged according
to their differences. Bacterial abundances were ranked from
high to low, starting with the abundance of 10 bacteria as
feature variables and incrementally increasing in steps of 10, up
to the abundance of 100 bacteria as feature variables, to conduct

preliminary machine learning training and test its accuracy. The
number of feature variables yielding the highest accuracy was
then selected for more detailed training subsequently. During
the training process, methods of oversampling and under-
sampling were utilised to balance the number of datasets
differently, and hyperparameter tuning was applied to refine the
model.

In the methods section concerning hyperparameter tuning
across various ML models, we optimised model performance by
adjusting key parameters. For the Random Forest model, we set
the number of trees in the range of 100-200 and determined the
maximum tree depth to be between 10 and 20. In the SVM
model, the penalty strength parameter varied from 1 to 10, and
we chose between radial basis function and linear kernels. For
the Decision Tree model, we controlled complexity by setting
the tree's maximum depth between 5 and 10. Lastly, in the
Logistic Regression model, we adjusted the regularisation
strength, also in the range of 1-10. These modifications were
targeted to strike a balance between the complexity of each
model and its ability to generalise, aiming to improve the pre-
dictive accuracy of each model on the dataset.

To comprehensively evaluate the performance of our multi-class
model, we first construct the confusion matrix for the entire
model. Considering our research focus on distinguishing sam-
ples that have undergone antibiotic treatment from those that
have not, we pay special attention to ROC (Receiver Operating
Characteristic) analysis during the model evaluation process.
The ROC curve is a graphical tool used for evaluating the per-
formance of classification models. It displayed the model's
performance at different classification thresholds by plotting the
True Positive Rate (TPR) on the y-axis and the False Positive
Rate (FPR) on the x-axis [52]. AUC (Area Under the Curve) is
the area beneath the ROC curve, providing a single value to
assess the model's overall classification performance [53]. Spe-
cifically, we perform ROC curve analysis on the test set for six
different groups of antibiotic treatment conditions in compari-
son with the control group data. These datasets represent
different classification scenarios in comparison to the control
group samples that have not undergone antibiotic treatment.
The higher the AUC value (maximum is 1), the higher the ac-
curacy of the model. At the same time, we got the confusion
matrix to visually observe the accuracy of the models.

2.3.3 | Model 3—Prediction in Different Generations

In Model 3, we used the ML model selected in Model 1, as we
were predicting the abundance of bacterial orders based on the
abundance of other bacterial orders, and the data structure was
similar. Therefore, we can directly employ the ML model that
performed the best in Model 1 to build Model 3. This differed
from Model 2, as the purpose of Model 2 was to categorise the
data, which differed from the aims and data structures of Model
1 and Model 3. The data we used was from the same antibiotic
treatment experimental group, using the average bacteria
abundance from biological samples with different plot IDs as
the data for the model. We did not use the data from Incubation-
days 0 because the bacteria in Incubation-days 0 had not yet
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experienced antibiotic treatment conditions. As a result, we
were left with only 202 sample combinations that met the re-
quirements for model training and validation. In order to avoid
the occurrence of extreme values in bacterial abundance in in-
dividual samples, we did not use the abundance from a single
sample, but instead used the average bacterial abundance of a
plot ID. Since we used the average bacterial abundance of plot
IDs, the amount of data used in the model was relatively small,
so we employed leave-one-out cross-validation to make full use
of the data. The method involved using data from Incubation-
days 3 and Incubation-days 8 to predict the abundance of the
top 5 bacteria on Incubation-days 20. The combinations of fea-
tures included using Incubation-days 3 data alone to predict the
top 5 bacteria's abundance on Incubation-days 20, Incubation-
days 8 data alone for the same prediction, and a combination
of data from both Incubation-days 3 and 8 to predict the
abundance on Incubation-days 20. The best-performing ML
model was then selected based on Coefficient of Variation (CV)
and Root Mean Square Error (RMSE) metrics.

3 | Results

3.1 | Data Variance

To support the development of ML models, the bacterial
abundance data was analysed to investigate the impact of
antibiotic treatment and to infer potential changes in bacterial
abundance after incubation. This aimed to identify any possible
correlations existing between the variations in bacterial abun-
dance. Through the application of Nonmetric Multidimensional
Scaling (NMDS) analysis on our samples, we observed signifi-
cant findings concerning the relationship between bacterial
abundance and various classification categories. Specifically, the
analysis was conducted under the differentiation of antibiotics
group, isolation source, and incubation days. Our results

a Species

illustrate a high degree of correlation across these categories
with respect to the bacterial communities present in the
samples.

Firstly, in the bacterial order abundance graph (Figure 2a), we
could see that in most of the antibiotic treatment sets, Chtho-
niobacterales had the highest abundance, followed by iiil_I15.
However, in different antibiotic treatment scenarios, a signifi-
cant variation in bacterial abundance was observed. Even within
a single antibiotic treatment set, the bacterial abundance
showed significant differences, possibly due to different isola-
tion sources or incubation days. This implied that we cannot
simply judge the relationship between bacterial abundances.

In the NMDS analysis, if there is a significant difference in either
NMDS1 or NMDS2 within a category, it indicates that the cate-
gory has a substantial correlation with bacterial abundance. In
the box plots of Figure 2b-d, significant differences are observed,
indicating that the Antibiotics Group, Isolation Source, and In-
cubation days all have considerable variability in bacterial
abundance. Moreover, when testing for NMDS1 and NMDS2, the
p-values were significantly less than 0.05, indicating a clear cor-
relation between the categories of Antibiotics Group, Isolation
Source, and Incubation-days with the composition of bacterial
species (Table 1). The residual variance (Sum Sq) is substantial,
indicating that other unmeasured factors may influence bacterial
abundance. These categories can be used as features in con-
structing models in subsequent machine learning analysis.

In conclusion, upon the addition of antibiotic treatment,
different concentrations of antibiotic treatment would have very
complex impacts on different generations of biological samples.
Therefore, in subsequent modelling, it was necessary to use the
abundance from multiple incubation-days, isolation source and
the conditions of antibiotic treatment as features to predict the
information regarding the abundance of the final generation.

for all samples grouped by antibiotic treatment

b NMDS axis by antibiotics group C

Samples Grouped by Set (Antibiotics Treatment)

Species
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| Variance in different antibiotics treatment sets. (a) Species abundance for all samples grouped by antibiotics treatment; (b) Boxplot of

NMDS axis value by antibiotics group; (c) Boxplot of NMDS axis value by isolation source; (d) Boxplot of NMDS axie value by incubation-days.
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TABLE 1 | Combined analysis of variance tables. NMDS1 and NMDS2 represent the information of two coordinate axes after mapping the data
onto a two-dimensional plane through NMDS analysis. The method used for correlation determination is the envfit function for testing correlation.
The abbreviations Df, Sum Sq, Mean Sq, and Pr (> F) stand for Degrees of Freedom, Sum of Squares, Mean Square, and p-value. A p-value less than
0.05 indicates a significant correlation between the classification method and the community structure. Statistical significance indicators: “***”

G

denotes p-value < 0.001, “**” denotes p-value < 0.01, denotes p-value < 0.05, and “ns” indicates a non-significant difference (p-value > 0.05), (i.e

more * means higher statistical significance).

Response Df Sum Sq Mean Sq F value Pr (> F)

NMDS1
Incubation-days 3 0.742 0.247 5.3020 0.0012960**
Antibiotics 6 1.086 0.181 3.8789 0.0008244***
Isolation source 1 33.837 33.837 725.3946 <2.2e — 16
Residuals 616 28.734 0.047

NMDS2
Incubation-days 3 0.2263 0.07543 7.2400 8.849e-05***
Antibiotics 6 0.4352 0.07253 6.9615 3.560e-07***
Isolation source 1 2.8075 2.80750 269.4763 <2.2e — 16™*
Residuals 616 6.4177 0.01042

TABLE2 | The CV MSE and standard error of the top 5 bacteria in Generation 4's abundance under the Random Forest, Lasso, and Elastic-Net ML
models (top performances are highligted as bold).

Target column Model CV train CV test SE train SE test
o__Chthoniobacterales Random Forest 0.06 0.17 7.51E-05 1.24E-03
Elastic-Net 0.51 0.50 2.47E-03 4.48E-03

Lasso 0.50 0.53 2.45E-03 4.61E-03

o__iiil_15 Random Forest 0.04 0.12 1.26E-05 3.43E-04
Elastic-Net 0.29 0.28 4.77E-04 9.10E-04

Lasso 0.29 0.29 4.76E-04 9.87E-04

o__WD2101 Random Forest 0.05 0.15 2.49E-05 3.81E-04
Elastic-Net 0.55 0.61 1.91E-03 4.03E-03

Lasso 0.56 0.55 1.96E-03 4.03E-03

o__Rhizobiales Random Forest 0.05 0.14 3.63E-05 2.26E-04
Elastic-Net 0.30 0.31 5.79E-04 8.27E-04

Lasso 0.30 0.32 5.84E-04 7.56E-04

o__RB41 Random Forest 0.06 0.14 1.89E-05 1.81E-04
Elastic-Net 0.31 0.30 4.34E-04 8.21E-04

Lasso 0.31 0.32 4.14E-04 9.20E-04

Mean Random Forest 0.05 0.14 3.35E-05 4.74E-04
Elastic-Net 0.39 0.40 1.17E-03 2.21E-03

Lasso 0.39 0.40 1.18E-03 2.26E-03

3.2 | Performance of Predicting Top Bacteria exhibited the highest accuracy (0.05 in Train Set and 0.14 in Test

Orders Set) in predicting bacterial abundance (Table 2). This model

then served in the construction of the more complex Model 3

The aim of this model (Model-1) was to use the abundance of
other bacteria in the sample to predict the abundance of the top
5 bacteria in the sample. The five bacterial orders we aim to
predict were Chthoniobacterales, iiil_15, WD2102, Rhizobiales,
and RB42. The Coefficient of Variance (CV) was used to eval-
uate the model, and the Random Forest model was selected as it

later on. Therefore, we used the random forest model for
analysis and construction of Model-3 later. In the random forest
model of model 1, we analysed the bacteria, and those with an
importance of features greater than 0.01 were obtained in
relation to these 5 bacteria, in order to understand the in-
teractions between bacteria in the sample.
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In Model 1, we observed that the accuracy of the Lasso model
and Elastic-Net model were similar (0.39 in Train Set and 0.40
in Test Set), while the accuracy of the Random Forest model
was significantly higher than these two models, as known by
comparing the CV (Table 2). While there was a slight decline in
accuracy in the test set, the degree of decline was within an
acceptable range. In the comparison between the predicted
values and actual values in the Random Forest model, we could
clearly see that the predicted values and actual values were
roughly equal (Figure 3a,b). The R? value, also known as the
coefficient of determination, measures how well the model's
predictions match the observed data. It indicates the proportion
of variance in the dependent variable that is predictable from
the independent variables. An R? value closer to 1 signifies a
stronger fit between the predicted and actual values. In our
analysis, the R? values were 0.992 for the training set and 0.901
for the test set, both of which exceed 0.90. These high R? values
suggest that the model accurately captures the patterns in the
data. The better performance of Random Forest compared to
Elastic-Net and Lasso is likely due to the wide range of bacterial
abundance values in the samples and the potential nonlinear
relationships between the target variable and the features.
Elastic-Net and Lasso are linear models, which are less effective
than Random Forest in capturing such nonlinear dependencies.

In the analysis of feature importance, we used a heatmap
(Figure 3c) to display the abundance of the top 5 bacteria and
the features with importance of greater than 0.1. We could see

that there was a relatively complex relationship among different
bacteria orders. Especially when predicting Chthoniobacterales
abundance, B07_WMSP1 and TCC2188 had a larger impact on
its features, as shown in Figure 3c. It was worth noting that
since we subtracted the abundance of the target bacteria and
recalculated the abundance of other bacteria when making
predictions, a situation of predicting itself would not occur.
Meanwhile, Sphingobacteriales had a higher importance for
RB41, suggesting that there may be a stronger influence rela-
tionship between them.

The Random Forest method was currently the most accurate,
exhibiting high accuracy in both the training set and test set
(0.05 in Train Set and 0.14 in Test Set). The accuracy of the
Flastic-Net and Lasso models were quite similar (0.39 in Train
Set and 0.40 in Test Set). Therefore, the ML model we used for
predicting Incubation-days 20 in Model 3 was the Random
Forest model.

3.3 | Performance of Predicting Antibiotic
Treatment Groups

In the overall analysis of Model 2, the confusion matrix
(Figure 4a) showed that Model-2 possessed the capability to
accurately discern the presence of antibiotic contamination
within samples. However, the model encounters difficulties in
accurately distinguishing the specific degree of antibiotic
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FIGURE 4 | Performance of Model 2. (a) The confusion matrix of Model two includes confusion matrices for machine learning methods such as
Random Forest, SVM (Support Vector Machine), Decision Tree, and Logistic Regression; (b) The ROC curves of Model 2, used to distinguish between
the control group and various antibiotic treatment groups, evaluate the model's ability to accurately determine whether an environment is

contaminated by antibiotics.

contamination and identifying the exact antibiotic agents
responsible for the contamination. When distinguishing be-
tween the control group and different antibiotic contamination

groups (Figure 4b), the random forest and SVM models have the
highest accuracy, with AUC values around 0.90. In contrast,
decision tree and logistic regression models have lower
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accuracy, with AUC values both around 0.80. Model-2 could
effectively identify the presence of antibiotic contamination in
samples, but it performed poorly in predicting the specific types
and levels of antibiotic contamination, leading to potential
misidentification of antibiotic contamination combinations.

Furthermore, during this analysis, we incorporated the isolation
source as an input variable, namely (forest soil and grass soil).
The inclusion of the isolation source significantly enhanced the
accuracy of the model. It suggested that if Model 2 aimed to
accurately identify antibiotic treatment conditions, it needed re-
training in different environmental contexts to ensure the
model's accuracy. This showed the importance of tailoring the
model according to the unique characteristics and conditions of
the environment in which it was applied.

3.4 |
Model

Performance of Generations Prediction ML

The objective of this model (Model-3) was to use the mean
abundance of bacterial Incubation-days 3 and 8 within the same
plot to predict the abundance of Incubation-days 20 under this
antibiotic treatment. Guided by the results of Model 1, we
employed the Random Forest model for Model 3. Subsequently,
hyperparameter tuning was utilised to select the appropriate
parameters for the model. Since we employed different plot IDs,
Leave-One-Out Cross-Validation (LOOCV) was used. The Mean
Squared Error (MSE) was 0.0003, and the R?> was 0.9539
(Figure 5a). The predictions were essentially in line with the
actual values, signifying good accuracy of our model. So, the use
of mean abundance across different plots was a good choice
aimed at enhancing the model's accuracy. However, in scenarios
where there were not enough diverse plots or adequate sample
quantities, employing individual sample counts as input factors
could be an alternative approach.

In order to evaluate the impact of using different input data on the
model, we compared the usage of data from Incubation-days 3

and Incubation-days 8 to predict the abundance of bacterial or-
ders in Incubation-days 20. As shown in Figure 5b, only using the
data from Incubation-days 3 to predict Incubation-days 20 got a
smaller CV than using data from Incubation-days 8, but the model
using a combination of data from both Incubation-days 3 and
Incubation-days 8 exhibited the smallest CV (0.14), indicating
that the amalgamation of data from these generations can
improvement the model's accuracy. When enough data was
available, using the data from the generation closest to the target
prediction generation enhanced our model's accuracy further.
And using the combined data could also improve the model's
accuracy.

In conclusion, we could use Model 3 to predict data across
different incubation days. To enhance the model's accuracy, the
mean value of similar samples could be used to reduce data
variance. Additionally, the use of combined data from different
incubation days also served to improve the model's precision.

4 | Discussion

In this study, we primarily focused on three machine learning
models. Model 1 predicts the abundance of the top 5 bacteria
using the abundance data of bacteria other than the top f5 in
abundance. Model 2 uses the abundance of various bacteria to
predict whether soil samples are contaminated with antibiotics.
Model 3 employs bacterial abundance information from incu-
bation days 3 and 8 to predict the abundance of bacteria in
samples on incubation days 20.

4.1 | Variance Between Different Generations
With Antibiotics Treatments

A significant aspect of the research is identifying classification
levels with clear correlations to start the construction of ML
models. During the NMDS analysis, it became apparent that
antibiotics, isolation, and incubation days significantly influence

Comparison of Machine Learning Models
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the bacterial community structure. Within the antibiotics treat-
ment group, a substantial difference was observed between the
control group and the samples treated with antibiotics, whereas
the differences among samples treated with various antibiotics
were less significant. This aligns with the findings from Model 2,
which showed lower accuracy in identifying the specific con-
centrations of antibiotic treatments. The source of isolation has a
significant impact on the bacterial community structure, with
considerable differences observed in NMDS, indicating that the
bacterial community structures differ markedly across different
isolation sources. In the analysis of incubation days, varying in-
cubation periods also introduced significant differences in the
bacterial community structure, suggesting that the community
structure of bacteria changes after antibiotic treatment is applied.
However, NMDS analysis only indicates correlation and does not
imply causation; therefore, at this point, we cannot conclude that
a succession in the bacterial community has occurred.

In the analysis of functions, antibiotics are formulated to either
exterminate or inhibit bacterial growth by targeting essential
biological processes within bacterial cells. However, the emer-
gence of antibiotic resistance challenges the efficacy of antibi-
otics. Over time, the appearance of antibiotic resistant or
degrading bacteria underscores the adaptability and resilience of
bacterial communities [4]. They evolve mechanisms to modify
antibiotic targets, decrease antibiotic uptake, increase antibiotic
input, or produce enzymes that neutralise the antibiotics,
showing a complex level of evolutionary adaptation.

In summation, a profound understanding of the complex in-
teractions between antibiotic treatments, bacterial abundance,
and antibiotic resistance is quintessential for accurately pre-
dicting microbial community dynamics and advancing anti-
biotic resistance research.

4.2 | Random Forest Algorithm Showed Best
Accuracy for Model 1

In Model 1, the Random Forest model demonstrated a strong
accuracy in predicting the abundance of the top five bacteria in
the samples by recalculating their abundance using the abun-
dance data of other bacteria. While the standalone results from
Model 1 may not hold substantial importance in practical
research, the model serves as a valuable tool for delving into the
potential collaborative relationships existing among different
bacteria within the samples rather than deriving conclusions
solely through simple statistical tests.

Moreover, during the analytical phase, many response variables
or features were identified as uncultured bacteria. Despite their
uncultured status, advancements in genomics assembly tech-
niques have facilitated the recognition of these bacteria as new
orders, distinct from other known bacterial orders. Hence, these
uncultured bacteria were incorporated as response variables or
features for the construction of ML models. Expanding on the
concept of bacterial abundance, it embodies a crucial facet of
microbial ecology. The relative abundance of various bacterial
species in a given environment can significantly influence the
overall microbial community structure, functionality, and its

response to external pressure, such as antibiotic treatments. The
dynamics of bacterial abundance can explain potential symbiotic
or antagonistic relationships among different bacterial taxa,
shaping the community's collective behaviour and its impact on
the environment.

The interactions among different bacterial orders revealed
through ML models like Random Forest show the complex
network of relationships underpinning microbial community
dynamics. These interactions between different orders may
include mutualistic, antagonistic, and symbiotic relationships.
These complex interactions can lead to the formation of rela-
tively stable communities in environmental samples. Further-
more, the emergence of uncultured bacteria as significant
features in ML models accentuates the vast unexplored diversity
within microbial communities.

4.3 | Bacteria Abundance to Predict the
Antibiotics Treatment

In the process of using bacterial abundance to predict the
outcome of antibiotic treatment in Model 2, we observed that
ML models like Random Forest model or Support Vector Ma-
chine (SVM) could get satisfactory results. The significance of
this model lies in our ability to directly use the abundance of soil
microorganisms to explore the extent of antibiotic contamina-
tion in the soil. We noted that our ML model performed well in
samples treated with high concentrations of antibiotics, while
there was a decline in accuracy in samples treated with lower
antibiotic concentrations. From this, we inferred that perhaps in
the face of light antibiotic contamination, soil microorganisms
exhibit a self-restorative phenomenon. For example, certain soil
microorganisms possess the capability to degrade or neutralise
antibiotics, thus reducing their concentration and toxicity over
time [54]. Bacterial genera such as Pseudomonas and Bacillus
have been recognised for their ability to degrade antibiotics [55].
Moreover, some soil microorganisms can exhibit antibiotic
resistance, allowing them to thrive in contaminated environ-
ments and potentially outcompete sensitive species over time.
This could lead to a gradual restoration of microbial diversity,
albeit with a different community composition reflecting a new
equilibrium adapted to the presence of antibiotics.

In situations where a soil sample initially identified as heavily
contaminated is later identified as normal in subsequent ana-
lyses using Model 2, it could suggest a potential microbial-
mediated remediation of antibiotic contaminants. This hypoth-
esis aligns with known microbial capabilities to biodegrade or
neutralise antibiotic substances, underscoring the dynamic and
adaptive nature of soil microbiomes in response to anthropo-
genic stressors like antibiotic pollution. It is noteworthy that in
the modelling process, when we did not include the isolation
source as a feature, the model's accuracy was quite low. How-
ever, upon including it, the model's accuracy significantly
improved. This suggests that different environmental samples
might necessitate the reconstruction of models. Therefore, we
utilised hyperparameter tuning in our parameter settings to
allow simple model training across different environmental
samples, albeit at the cost of increased computational time.
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In our study, we employed machine learning models as classi-
fiers, and the majority of our models achieved ROC-AUC values
greater than 0.90. This performance surpasses that of many
existing models reported in the literature. For example, Yasir
et al. [40] utilised decision tree methods to predict antibiotic
resistance, achieving an ROC-AUC value of 0.82, which is
notably lower than 0.90. Similarly, Stanton et al. [41] conducted
studies on Pseudomonas aeruginosa and reported ROC-AUC
values below 0.70 for their machine learning models. Moran
et al. [42] used XGBoost models to predict antibiotic activity
against Escherichia coli, Klebsiella pneumoniae, and Pseudo-
monas aeruginosa, but their ROC-AUC values were approxi-
mately 0.70. In comparison, our machine learning models
demonstrate superior performance relative to these studies.

These intricate interactions between soil microorganisms, anti-
biotics, and the surrounding environment underscore the multi-
faceted impact of antibiotic pollution on microbial ecosystems.
In a broader perspective, the findings from this modelling
endeavour contribute to the burgeoning field of environmental
microbiology.

4.4 | Successful Prediction in Different
Generations

In Model 3, we successfully predicted the abundance of bacteria
in incubation 20 days using the abundance of bacteria in incu-
bation 3 and 8 days. This implies that we can use the abundance
data from short-term culturing of environmental samples to
obtain the bacterial abundance data that might require long-
term culturing. However, there is a downside. Although we
can predict the data for incubation-20-day, we still need a small
amount of data from incubation-20-day to train our model
during the model-building process. Therefore, our model is
more suited for scenarios within long-term projects or long-term
industrial research to predict the outcomes of microbial
contamination. Model 3 provides a valuable approach to envi-
ronmental microbiology research, allowing for the inference of
microbial evolutionary processes across different generations.
Expanding further on this discussion, the ability to predict
bacterial abundance in later generations based on earlier gen-
erations can be a significant asset in long-term microbial ecol-
ogy studies and industrial applications. It allows for a more
efficient allocation of resources by minimising the need for
prolonged culturing and monitoring. Especially in industrial
settings, where microbial contamination can lead to substantial
financial and operational challenges, having a predictive model
like Model 3 can enable early intervention strategies to manage
microbial populations effectively.

4.5 | Limitations and Future Works

Using our Model 2, it is possible to determine whether an
environment is contaminated with antibiotics solely based on
bacterial abundance. By employing Model 3, we can predict
information about bacterial abundance after the community
structure has stabilised, thereby avoiding extensive cultivation

time and significantly enhancing the work efficiency of envi-
ronmental scientists or biologists.

Currently, in the fields of microbiology and antibiotics, the main
research focus using machine learning is on exploring the
synthesis methods of antibiotics. There is scant use of machine
learning to predict the changes in bacterial abundance across
different generations under various antibiotic treatments.
Therefore, this study did not compare its model with other
published models.

In studying the impact of antibiotics on soil microorganisms,
through Model 2, we can use the abundance of bacterial order in
biological samples to predict and distinguish the antibiotic
content in soil environments. However, the accuracy of using
Model 2 to predict the degree of antibiotic contamination still
needs to be improved. In future research, we should select more
features to enhance the model's accuracy. When we use Model 3
to predict the abundance across different generations, we still
need a small amount of predicted bacterial abundance data to
train our model. Moreover, if we do not include the isolation
source as feature during model training, the model's accuracy
will be significantly low. This implies that in different experi-
ments, we cannot use whole trained data for prediction; we
need to use the project-specific data to retrain for tailored data
suitable for that particular project. Therefore, in future work, we
should make the entire analysis process more straightforward,
making it easier for individuals without a strong computing
background to use it easily.

5 | Conclusion

The aim of our study was to annotate the microbial 16s meta-
genomic sequence data obtained from soil environments, and
utilise ML techniques to explore the impact of varying levels of
antibiotic treatment on bacterial abundance. Additionally, we
aimed to predict the bacterial abundance of subsequent gener-
ations using data from previous generations. Our findings
showed that upon antibiotic treatment, species diversity in
environmental samples sharply declined initially but gradually
recovered with the passage of culturing time and increase in
generations. Through Model 3, we could accurately predict the
abundance of the next generation, thus reducing the experi-
mental period. Meanwhile, Model 2 enabled us to use bacterial
abundance for predicting antibiotic contamination, presenting a
potential approach for antibiotic detection. Our research, by
melding ML with metagenomic data, provides valuable tools for
the complex interactions within microbial communities and
their responses to antibiotic treatments, laying a groundwork for
further explorations in microbial ecology and antibiotic pollu-
tion monitoring.
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